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How should we assess the risks of ML models? 
What safety and trustworthiness perspectives should we consider? 
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Goal: Provide the first comprehensive 
trustworthiness evaluation platform for LLMs

● Performance of LLMs on existing benchmarks 
● Resilience of the models in adversarial/

challenging environments (adv. system/user 
prompts, demonstrations etc) 

● Cover eight trustworthiness perspectives 

DecodingTrust: Comprehensive Safety and Trustworthiness Evaluation Platform for LLMs

Outstanding Paper Award
@NeurIPS ’23

Our generated 
challenging 

data/prompts



Overall Trustworthiness and Risks Assessment for Different LLMs
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DecodingTrust Scores (higher the better) of GPT Models

• No model will dominate others on the eight trustworthiness perspectives 
• There are tradeoffs among different perspectives
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• Findings: 
Compared to LLMs without instruction tuning or RLHF (e.g., GPT-3 (Davinci)), GPT-3.5 and GPT-4 have 
significantly reduced toxicity in the generation 
Both GPT-3.5 and GPT-4 generate toxic content with carefully designed adversarial ``jailbreaking'' prompts, with 
toxicity probability surging to almost 100% 
GPT-4 demonstrates higher toxicity than GPT-3.5, potentially due to the reason that GPT-4 is more likely to follow 
the instructions of ``jailbreaking'' system prompts

Trustworthiness of Large Language Models (DecodingTrust): Toxicity

• Evaluation goal:  
How toxic are GPT models on existing benchmarks and our challenging prompts? 
How toxic are GPT-3.5/GPT-4 compared with LLMs w/o instruction tuning or RLHF? 
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Trustworthiness of Large Language Models: Adversarial Robustness

Robustness accuracy of different models under adversarial inputs
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Trustworthiness of Large Language Models: Adversarial Robustness

• Findings: 
GPT-4 and GPT-3.5 surpass baselines on the standard AdvGLUE benchmark, demonstrating higher robustness 
on existing benchmarks 
GPT models, despite their strong performance on standard benchmarks, are still vulnerable to our adversarial 
attacks generated based on the Alpaca-7B model (e.g., SemAttack achieves 89.2% attack success rate on 
GPT-4), demonstrating high adversarial transferability
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Trustworthiness of Large Language Models (DecodingTrust): Privacy

• Evaluation goal: 
Training data privacy leakage 
Personally identifiable information (PII) leakage during conversations 
Privacy-related words and events understanding and leakage 

Private information recovery accuracy



Privacy events leakage accuracy (%) given different privacy-related words 14

Trustworthiness of Large Language Models (DecodingTrust): Privacy
• Privacy-related words and events understanding and leakage 
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Trustworthiness of Large Language Models (DecodingTrust): Privacy

• Findings: 
GPT models can leak privacy-sensitive training data, such as email addresses 
Under few-shot prompting, with supplementary knowledge, the email extraction accuracy can be 100x higher 
GPT models can leak private information such as personally identifiable information (PII) in the chat history 
Overall, GPT-4 and GPT-3.5 models are resilient to specific types of PII, such as Social Security Numbers (SSN), possibly due to 
the explicit instruction tuning, but leak other sensitive information with high probability 
GPT models protect digit sequences better than character sequences 
GPT models show different capabilities in understanding different privacy-related words or privacy events. For instance, GPT-4 
will leak private information when told “confidentially”, but will not when told “in confidence”

• Privacy-related words and events understanding and leakage 



16



17

• Automatic evaluation for LLMs and AI solutions 
• Red-teaming approaches 
• Automatic and unified evaluation report and certificate

• Open, close, large, compressed models 
• Performance is continuously updated

Open-Source: LLMs Safety Leaderboard on Huggingface
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HarmBench: A Standardized Evaluation Framework for Automated Red Teaming 
and Robust Refusal
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Regulation-Based Safety Categories
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Regulation-Based Safety Categories

• Industries have slightly different focuses on the safety categories 
• The safety focuses are more and more comprehensive for companies over time
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Can we provide certification on the generation risks of 
LLMs or RAG? 



Certified Conformal Generation Risks for RAG and Vanilla LLMs 
• Can we provide provable guarantees on the generation risks of RAG and vanilla LLMs? 
• Can we provably control the generation risks of LLMs below a desired level? 
• Can RAG indeed lead to lower generation risks? Generation configuration

λ = [Nrag, λg, λs]



•Thm. RAG provably reduces the conformal generation risk compared with vanilla LLMs

Conformal generation 
risk of vanilla LLM

Conformal generation 
risk of RAG

•Thm. RAG provably reduces the conformal generation risk compared with vanilla LLMs 
under test distribution shifts

RAG Provably Reduces the Conformal Generation Risks of Vanilla LLMs 



Conformal Prediction for Knowledge-Enabled LLMs

• Our C-RAG provides tight conformal generation risk 
estimation for different retrieval models 

• The conformal generation risks will converge with 
reasonable number of retrieved knowledge

Retrieval models: 
• OpenAI/ada 
• Biencoder-SFT 
• BM25 
• BAAI/bge



• The Biencoder-SFT retrieval model provides better embedding than others in many cases due to the reason that it 
has been FT on similar data distribution 

• In general the OpenAI/ada retrieval model performs well  
• It is possible to further improve the retrieval model to achieve higher certified conformal generation risk

Conformal Prediction for Knowledge-Enabled LLMs
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Properties: 
• Accurately identify harmful/unsafe content for both inputs and outputs 
• Resilient against potential jailbreaking attacks

RigorLLM: Resilient Guardrails for LLMs against Undesired Content



• During training, perform energy-based data augmentation to augment the sparse embedding space of training data. 
• During testing, first optimize a safe suffix to improve resilience;  
• and then perform paraphrase and summarization using LLMs to augment the test data; 
• finally, perform the probabilistic KNN on the ennergy-based augmented embedding space together with LLM to provide 

the final harmful content detection

RigorLLM: Resilient Guardrails for LLMs against Undesired Content
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LLM Guardrail-text: More Accurate and Resilient

Harmful content moderation. RigorLLM achieves both higher 
AUPRC and F1 compared with baselines

Harmful content moderation under different jailbreaking attacks. RigorLLM demonstrates 
significantly higher resilience under different adv strings. 

Effective! 

Resilient! 



Once Upon a Time, There Was a Map



30 Years Later…

Now (Feb 2023)



Platforms of Safe AI In Different Domains

34

safebench.github.io Autonomous Driving

A Unified 
Platform for 
Safety-critical 
Scenario 
Generation for 
Autonomous 
Vehicles

A Unified Framework 
for Certifying 
Robustness of 
Reinforcement 
Learning

Reinforcement Learningcrop-leaderboard.github.io 
copa-leaderboard.github.io 

unifedbenchmark.github.io Federated Learning

A Unified 
platform for 
Federated 
Learning 
Frameworks

adversarialglue.github.io Natural Language Processing

The adversarial 
GLUE 
Benchmark

sokcertifiedrobustness.github.io Certified Robustness

A Unified 
Toolbox for 
certifying DNNs

SOK: Certified robustness for DNNs

github.com/hendrycks/
jiminy-cricket AI Ethics

A Unified Environment 
to Evaluate whether 
Agents Act Morally 
while Maximizing 
Rewards

Jimmy Cricket

https://boli.cs.illinois.edu/decodingtrust.github.io Trustworthy LLMs

A Unified 
Platform for 
Trustworthiness 
Evaluations for 
language models

datalens.github.io Privacy

A Platform for 
Generating 
Differentially 
Private Data

DataLens

Thank You! 

https://safebench.github.io/
https://copa-leaderboard.github.io/
https://crop-leaderboard.github.io/
http://unifedbenchmark.github.io
https://adversarialglue.github.io/
https://sokcertifiedrobustness.github.io/leaderboard/
https://github.com/hendrycks/jiminy-cricket
https://github.com/hendrycks/jiminy-cricket
https://decodingtrust.github.io/
https://github.com/AI-secure/DataLens

